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Abstract

Contemporary research on mindreading or theory of mind has resulted in three major
findings: (1) There is a difference in the age of passing of the elicited-response false
belief task and its spontaneous—response version; 15-month-olds pass the latter while
the former is passed only by 4-year-olds (in the West). (2) Linguistic and social factors
influence the development of the ability to mindread in many ways. (3) There are cul-
tures with folk psychologies significantly different from the Western one, and children
from such cultures tend to show different timetables of mindreading development. The
traditional accounts of the data are nativism, rational constructivism, and two-systems
theory. In this paper, we offer criticism of these traditional cognitivist accounts and
explore an alternative, action-based framework. We argue that even though they all
seem to explain the above empirical data, there are other, theoretical reasons why their
explanations are untenable. Specifically, we discuss the problem of foundationalism
and the related problem of innateness. Finally, we explore an alternative, action-based
framework that avoids these theoretical limitations and offer an interpretation of the
empirical data from that perspective.

Keywords Mindreading - Theory of mind - Social cognition - Culture -
Development - Action-based - Developmental systems - False-belief task - Folk
psychology - Foundationalism - Nativism - Innateness - Interactivism -
Constructivism

1 Introduction

In this paper, we offer criticism of traditional cognitivist theories of socio-cognitive
development and explore an alternative, action-based framework. The accounts con-
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sidered are nativism, rational constructivism, and two-systems theory. We argue that
even though they all seem to explain empirical data about socio-cognitive devel-
opment—infant mindreading, modulation by experiential factors, and cross-cultural
variance—there are other, theoretical reasons why their explanations are untenable.
Specifically, we discuss the problem of foundationalism and the related problem of
nativism. Finally, we explore an alternative, action-based framework that avoids these
theoretical limitations and offer an interpretation of the empirical data from that per-
spective.

2 Current empirical data

It has been over three decades since Premack and Woodruff’s landmark paper that
set the course for contemporary research on the human ability to read other minds
(Premack and Woodruff 1978; Wimmer and Perner 1983). The area of study, known
as theory of mind (ToM) or mindreading, produced a staggering number of empirical
findings. Notably, recent years have abounded in significant findings that can be broken
down into three groups, which pose a challenge for any theory aiming to account for
them:

1. The false belief test has recently been adapted to minimize extraneous cognitive
demands on the child.! The results from studies adopting this new, sponta-
neous—response, non-verbal FBT are one of the main points of contestation in
the field. Infants as young as 15 months pass the spontaneous—response test, as
opposed to around four years for the elicited-response version of it (Onishi and
Baillargeon 2005; Surian et al. 2007). The methodology is similar, but the cru-
cial difference is that instead of asking the child about what she thinks, the child’s
looking time is measured in both possible scenarios. If the child looks longer at the
situation where the observed person violates her false belief, it is interpreted as the
child considering this unusual and therefore understanding false beliefs (Trduble
et al. 2010). Alternatively, the anticipatory looking of the child is measured before
the observed agent makes her choice. If the child passes the spontaneous—response
test, she is often considered to possess an “implicit” theory of mind. This finding
has been the main line of argumentation for researchers located on the nativist side
of the innate-constructed scale.

2. Linguistic and social factors influence the development of explicit theory of mind
in many ways (e.g. Astington and Baird 2005; de Villiers and de Villiers 2014;
Kristen and Sodian 2014; Milligan et al. 2007; Ruffman et al. 2003). The first
inquiries into the significance of language for ToM were trying to rule whether it
was any particular element of its structure, its syntax or semantics that did the job
(Astington and Jenkins 1999; de Villiers 2005; de Villiers and de Villiers 2009,
2014; de Villiers and Pyers 2002; Hale and Tager-Flusberg 2003; Olson 1989;
Tager-Flusberg and Joseph 2005). With time, it was understood, however, that the
issue is not so simple and more comprehensive studies proved that virtually all
aspects of language facilitate ToM development (Cheung et al. 2004; Milligan et al.

! Fora description of FBT see, e.g. Perner et al. (1987).
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2007; Ruffman et al. 2003; Ruffman et al. 2002), including pragmatics (Furrow
et al. 1992; Peskin and Astington 2004; Ruffman et al. 2002).

The issue of the use of language is intimately connected with social factors and
so they too have been proven to matter, independently from language (see Devine
and Hughes 2016 for a meta-analysis). Correlations have been found between ToM
and the number of siblings (Jenkins and Astington 1996; Perner et al. 1994); quality
and quantity of interaction with parents (Ruffman et al. 2002); mothers’ disciplinary
strategies (Shahaeian et al. 2014); mothers’ personal epistemologies (Tafreshi and
Racine 2016); or, for deaf children, fluency in sign language of the parents (Wellman
and Peterson 2013; Woolfe et al. 2002). The general consensus has been that social
interaction in general, and social interaction that highlights mental life in particular,
facilitates the development of social cognition, including false-belief understanding
(Carpendale and Lewis 2006; Galende et al. 2014).

3. There are cultures with folk psychologies that differ from the Western one, and
children from such cultures tend to show different developmental timetables and
trajectories of socio-cognitive abilities as measured by various tests (Gut and
Mirski 2016; Howell 1981; Lebra 1993; Lillard 1998; Mayer and Tréauble 2012;
Mills 2001; Strijbos and De Bruin 2013; Vinden 1996; Wellman et al. 2011;
Wierzbicka 1992).?

False belief tests conducted in the above cultures produce significantly different
results than those coming from the West (Kallberg-Schroff and Miller 2014). Chil-
dren from Samoa pass the false belief test at around eight, as opposed to the age of four
in the West (Mayer and Tréuble 2012). Another Pacific culture—Vanuatu—is similar
in this respect (Dixson et al. 2017). Chinese and American children take different
trajectories in ToM scale progression (ToM scale is a set of tests designed by Wellman
et al. for more fine-grained measurement of ToM than the single FBT can provide)
(Wellman et al. 2011). The same progression difference was found for Iranian children
(Shahaeian et al. 2011), and a completely novel one in Vanuatu (Dixson et al. 2017). In
fact, Dixson et al. (2017) established great differences in the sequence between differ-
ent social groups within one culture, suggesting that even relatively small differences

2 A disambiguation of the terms folk psychology and theory of mind is due here. Folk psychology is
a common-sense conceptual framework (a theory) that people in a given culture explicitly deploy when
explaining, predicting, or manipulating the behavior of other people and higher animals (Churchland 1998,
p- 3). Theory of mind, on the other hand, has come to mean in the literature a cognitive system that implicitly
guides social cognition and that functions according to the same principle as folk psychology in the West
does—namely, a theory of mind. An individual with such a theory-of-mind system will interpret others’
behavior in terms of the mind that they “have,” which houses various mental states and takes various attitudes
towards those states (Gopnik and Wellman 1992).

We know, however, that folk psychology takes various forms and shapes, and that some cultures do not
have psychological concepts at all (see Strijbos and De Bruin 2013). However, from the standard meaning
of ToM, it should follow that members of such cultures are still guided by a ToM mechanism in their social
lives even though they do not explicitly explain social life according to the same principle. The exclusively
behavioral folk psychology of the Junin Quecha will be then nothing like the cognitive mechanism they
use implicitly (Vinden, 1996), and it will be just a contingent fact that in the West folk psychology has
the same or at least largely similar structure to that universal cognitive mechanism. The apparent Western
centric nature of that view should raise suspicion, and indeed we will try to show that we could be better
off not describing socio-cognitive skills of all cultures in terms of a theory of mind.
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in sociocultural context can have great impact on social cognitive development. Kun-
toro et al. (2017) drew similar conclusions from their study in Indonesia where they
obtained different sequences depending on the city of origin and suggested that the
differences in parenting styles between the two cities were responsible. Further, Naito
(2014) reports that sixty percent of Japanese children tested did not pass FBT until
they were 6 years old. Pakistani children as well showed a lag behind the “standard”
Western performance (Nawaz et al. 2014). And a brain imagining study by Kobayashi
et al. (2006) demonstrated significant differences in brain areas activated while min-
dreading in Japanese and American subjects. Finally, and probably most significantly,
individuals speaking a newly formed and developing sign language in Nicaragua did
not pass the FBT as late as their twenties (Pyers and Senghas 2009).

The traditional two accounts of theory of mind—nativism (Fodor 1992; Leslie
eta 1. 2004) and rational constructivism (theory) (Goodman et al. 2006; Gopnik and
Wellman 1992)—had already formed their respective positions on socio-cognitive
development long before most of the empirical findings presented above emerged.
When confronted with the reality of these findings, the two approaches had to adjust
their models accordingly, in order keep their initial form. For example, nativism had to
account for the observed variance in socio-cognitive skills across cultures and social
contexts, as well as the influence of language. This has come down mainly to pol-
ishing the competence-performance argument (e.g. Helming et al. 2016; Westra and
Carruthers 2017). Constructivism, on the other hand, has run against the challenge
of explaining the apparent infant mindreading skills. The general strategy for rational
constructivists here has been to downplay the importance of the infant experiments,
claiming that they do not really require a full-blown, belief-desire theory of mind
as such to pass them (Wellman 2014). It is within that climate that the two-systems
account has been formulated, which tries to find the middle ground between the two
extremes of nativism and rational constructivism (Apperly and Butterfill 2009; But-
terfill and Apperly 2013; Low et al. 2016).

Surely, much effort has been made by the three parties to account for the rich
empirical data we have available. However, a theory must hold not only on empirical,
but also on theoretical grounds. We believe that there are serious theoretical problems
with all three accounts. They are untenable because of their foundationalism: they
presuppose representational primitives and cannot account for their emergence. Below
we describe why this is such a bad thing.

3 Foundationalism of the three dominant theories of social cognition

After Bickhard and Terveen (1995), we define a theory as foundational if it cannot
account for the emergence of representational content and therefore must posit a
set of representational primitives from which cognitive development starts (see also
Thelen and Smith 2002/1996, pp. 28-34). This is untenable because representational
emergence is an empirical fact, which should be impossible from a foundationalist
perspective.

Foundationalism is a necessary consequence of theories that view mental represen-
tation to be encodings—symbols with semantic content that refer to the outside reality.
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There is just no way for such representationality to emerge from non-representational
phenomena. All three traditional ToM accounts share that view of representation and
hence they too are foundationalist, regardless of their particular differences in account-
ing for the empirical data. We demonstrate this in the next section. Our criticism is
deeply indebted to Bickhard and Terveen (1995), who offer a detailed criticism of
foundationalism in cognitive sciences.

3.1 The problem of emergence and the necessity for foundational concepts

Natural cognition is the ability to acquire information from the environment, retain it,
and use it for the purpose of adaptive behavior. Mental representation is argued to be
the central process making this possible. We should ask, then, what it means for men-
tal representation to be in service of information acquisition, retention and behavior
guidance. At the most general level, it means that the organism understands something
about the represented reality: representation should give a clue to the organism about
what it can expect to happen, what it can do, and what it should do considering its
goals and current states.

Traditionally, representation is argued to achieve the above in virtue of its cor-
respondence to the represented reality and systematic relationship to other mental
representations (Cain 2013; Fodor 1975, 1983; Pylyshyn 1984; Smith and Medin
1981). This has classically been viewed as a causal, informational, and ruleful rela-
tionship between the representation, the represented, and other representations of the
representational system. To capture that, mental representations have been assumed
to have semantic properties much like logical terms, propositions and propositional
attitudes do; they refer to reality via the meaning encoded in them and to each other via
their syntactic properties. Consequently, much of cognitive psychology today views
cognition in terms of manipulation of semantic symbols in this sense. Environmental
information is said to enter the system through the senses, after which it is transduced
into a symbolic or representational format that is independent from the specific sense
modality through which the information was acquired. That is when sensory repre-
sentations become concepts. Once in the amodal format, information is processed in
a way similar to logical inferences. Finally, results of this computation are transduced
back into the embodied format of motor directions.

There is a problem, however, in accounting for the emergence of the amodal seman-
tic content—concepts must be already in place for the sensory information to be
transduced into them and back into motor information (Bickhard and Terveen 1995).
In fact, emergence of semantic content is impossible; there is no way for the organism
with such a code to actually know what it is about (for the criticism see Bickhard 2009b;
Bickhard and Terveen 1995), and for that reason any model built around semantic rep-
resentation is forced to be foundational—to necessarily assume a set of conceptual
primitives from which development can start. Below, we point out how the traditional
ToM approaches share this problem.
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3.2 Nativism

Researchers with nativist views generally follow the standard modularist model of
cognition (Carruthers 2013,2015,2016; Helming et al. 2016, 2014; Leslie 1994; Scholl
and Leslie 1999). As with similar accounts of other cognitive abilities (e.g. Lightfoot
1989; Pinker 2014/1994; Wynn 1992), the story here goes as follows: There is an
innately specified cognitive mechanism, or module, dedicated to a specific domain,
in our case—to mindreading. This mechanism is independent from and insensitive
to virtually any extra-organismic factors and develops according to a biologically
predetermined schedule. The innate, encoded information that it contains consists of
basic inborn concepts (e.g. BELIEF, DESIRE, SEE, and PRETENSE) and heuristics
(e.g. “seeing leads to believing”) that enable the child to pick out relevant stimuli,
cognize it, and draw basic conclusions (in an unconscious modular way, that is).
These are then fed in some form to the central system, adding an aspect of another’s
agency to the child’s perceived reality.

Nativists take this to be the cognitive process that underwrites 15-month-olds’
performance on the spontaneous—response FBT; infants pass it because they have this
basic inborn theory which makes them expect the false-belief congruent scenario. As
Westra and Carruthers (2017) offer, this innate theory is open for learning; it is claimed
that it gets enriched with more complex concepts throughout development, or that its
harmonization with the rest of the cognitive system can improve, domain-general
processes putting the mindreading module to work for their purposes (Carruthers
2015).

Accordingly, any differences in performance on the elicited-response FBT and
related tests across populations—e.g. different cultures, parenting practices, or lin-
guistic inputs—are explained away by factors other than an actual lack of mentalistic
understanding of the mind (this is most clearly argued in Westra and Carruthers 2017,
but see also Helming et al. 2014, 2016). Nativists take two directions here. One is
the claim that the tasks in question make demands for more complex concepts and
heuristics than the basic ones (culturally embedded ones not yet acquired). The other
is the recourse to the competence-performance chasm. The latter path is naturally nec-
essary for FBTs. Children are said to understand false beliefs innately and the varying
performance is due to (a) misconstruals of implicatures of the test questions, (b) lack
of adequate vocabulary in the language they are growing up with, or (c) undeveloped
executive functions or general-processing resources.

Nativism is thus openly foundationalist, and seeks a solution to the impossibility of
emergence in the claim that the representational primitives are innate. This does not
help, however, as the idea of inborn semantic content cannot be defended either. We
discuss this in Sect. 4.

3.3 Rational constructivism
The alternative, rationalist constructivist idea has been that children construct a theory

of mind much like a scientist would (Gopnik et al. 1999; Gopnik and Wellman 1992).
This faced a challenge in light of the spontaneous—response FBT results with infants.
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In order to explain the gap between infant and preschooler mindreading, and not to
commit to innate belief understanding, constructivists were forced to show that infant
mindreading could be explained by simpler concepts than those of a belief-desire
theory of mind.?

Wellman (2014) argues that infant data can be explained with only a desire-
awareness conceptual framework, which with time is built on and becomes a proper
theory of mind with belief understanding. The way the original concepts are modi-
fied and enriched is modeled with the use of Bayesian hierarchical networks, and the
child’s conceptual development is viewed as a theory revision process, the child being
a “little scientist.” Thus, in contrast to the nativist view, constructivism of this kind
views ToM development as utilizing domain-general resources, and conceives of ToM
as a somewhat real theory in the mind of the child, not a modular mechanism operating
according to the same principle as a theory of mind. It does, however, start with a set of
foundational mental representations (Wellman 2014, p. 197), and necessarily so. For
a theory-based development, the initial states must be concepts understood as encod-
ings; theory by its nature just has to start with initial concepts that enable hypothesis
formation and further theoretical change. It is fairly unquestionable that any account
has to start with something, to take something for granted. Rational constructivism,
however, forces us to assume that these initial states are conceptual in nature, and this
is clearly a case of foundationalism.

3.4 Two systems

The two-systems view finds a middle ground in between nativism and constructivism.
Although there have been a number of different proposals that advance two systems
(e.g. De Bruin and Newen 2012), Apperly and Butterfill’s account is most usually
associated with the term (Apperly 2012a, b; Apperly and Butterfill 2009; Low et al.
2016).

The basic assumption of the two-system view is that children pass the sponta-
neous—response FBT because they are in possession of mindreading system 1, which
is a limited foundational theory of mind: a belief-tracking mechanism (Apperly 2012a;
Apperly and Butterfill 2009; Butterfill and Apperly 2013).

Imputing spontaneous—response FBT results to the workings of system 1, two-
system proponents claim that passing the elicited-response FBT requires a much more
effortful and explicit way of thinking about other minds—what they call system 2—that
children before preschool cannot really use. Although Apperly and Butterfill do not
really address the development of system 2, it would make sense that it is constructed
or somehow acquired just as other explicit ways of thinking about reality, and so its
development might be influenced by environmental factors, which would explain the
cross-cultural data we have presented before.

3 1tis important to note that constructivism is a wide term, and, in fact, the action-based approach we
advocate in this paper is a version of constructivism as well. Since we are discussing traditional accounts
at this point, however, our focus and criticism falls on the traditional rationalist or theory theory strand of
constructivism advocated by Wellman and Gopnik (Gopnik and Wellman 1992; Gopnik and Wellman 2012;
Wellman 2014).
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Theoretically speaking, however, two-systems does not offer a way out of founda-
tionalism. Although Apperly and Butterfill are much more subtle than the proponents
of the other accounts in their distinction between a theory-of-mind ability (an ability
to behave as if one had a theory of mind) and theory-of-mind cognition (using a the-
ory of mind as such), they still view their system 1 in terms of the latter, albeit not
“full-blown.” And with it, necessarily come its encoded representations:

We do not aim to argue that someone could track beliefs, true and false, without
any theory of mind cognition at all. Our concern is rather with the construction of
aminimal form of theory of mind cognition. As we shall explain, minimal theory
of mind does involve representing belief-like states, but it does not involve rep-
resenting beliefs or other propositional attitudes as such. (Butterfill and Apperly
2013, p. 3).

Further, it does not change matters much that they view their minimal theory
ascribed to infants as only a construct at the computational level of explanation
(cf. Marr 1982/2010). The computational level explanation still imposes significant
constraints on possible implementations. Apperly and Butterfill’s framing of the com-
putational problem in terms of a minimal theory of mind still poses a foundationalist
problem: The computational-level theory has to be implemented in a way that merits
being called “a theory”—that is, there have to be implementational equivalents of
computational-level processes that relate to each other in the prescribed, theory-like
way (compare to the discussion on tacit knowledge in Davies and Stone 2001; Fenici’s
2013, application of Davies and Stone’s ideas).

The computational problem they describe still consists in ascribing states to
observed agents. Thus, system 1, though minimalistic, still presupposes concepts of
object and agent and registration, whose contents are similarly left unexplained devel-
opmentally. As far as system 2 is concerned, here they run into all the problems that
rational constructivism does—they openly draw an analogy to Fodor’s central system
(Apperly and Butterfill 2009, p. 956), where explicit theories reside, when explaining
why system-2 theory of mind should be effortful but flexible.

Notably, it can be argued that the two systems account does not aspire to explain
the development of the representational states in question, and thus the charge of
foundationalism does not apply to it. Still, the problem generally has to be solved to
give an exhaustive account of socio-cognitive development, and there does not seem
to be much potential in the two-systems account to do so, as it frames the problem in
cognitivist terms.

The general insight of the two-systems theory, however, is consistent with the
interpretation offered by our action-based account. Following the action-based prin-
ciple, we too arrive at the closely similar conclusion that there is an important chasm
between processes underlying competent social interaction, and explicit theorizing
about other’s mental life. How we reach that interpretation is however importantly
different, as later parts of the paper will show.
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4 Emptiness of the concept of innateness

As we demonstrated above, all three accounts are foundational, which renders them
theoretically untenable. One argumentational move that is often employed by foun-
dational accounts is to defend foundationalism with a recourse to nativism. This is
explicit in the nativistic accounts (e.g. Carruthers 2013, p. 151), but also a potential
response of the other two frameworks. Therefore, below we point out why nativism is
untenable in its own right.

As Racine (2013) argues, core or foundational knowledge approaches tend to use
a neo-Darwinian adaptionist view on innateness, claiming that the inborn knowledge
and skills present in infancy were an object of natural selection in phylogeny due to
their evolutionary advantage, and hence are coded in genes and necessarily present in
every individual. Rather than being solved, the foundational weight is thus moved onto
biology. However, the move is unwarranted as developmental biology speaks against
phenotypic traits as complex as concepts being formed prenatally and irrespective of
experience.

Greatrevisions are afoot in modern biological sciences as some consider the twenty-
first century to be the century of biology (Venter and Cohen 2004). One of the central
issues in this revolutionary climate is precisely that of evolutionary mechanisms and
viable notions of innateness. Following works of such researchers as Lewontin and
Gould, modern biology is much more cautious with adaptionist stories of traits and the
idea of them developing “innately” in ontogeny (Gould and Lewontin 1979; Lewontin
2001; Oyama 1985/2000). Psychology, however, seems much slower to catch on to
this trend (cf. Racine 2013), as we see evidenced by the foundationalist accounts of
cognitive development.

As biological research demonstrates, development is a multiply contingent process
(Elman 1996; Gould and Lewontin 1979; Gould and Vrba 1982; Mameli and Bate-
son 2011; Oyama 1985/2000; Pigliucci and Miiller 2010). A number of psychologists
urge researchers to consider this in cognitive development too (Carpendale et al. 2013,
p. 130; Carpendale and Wereha 2013, p. 208; Lewis et al. 2013, pp. 159-160; Lewkow-
icz 2011; Spencer et al. 2009). They point out that there are multiple elements whose
interaction leads to the development of biological and cognitive forms, and hence
any talk about “innate,” meaning encoded in genes, contorts the way in which genes
matter for development. The “interactivist lesson” taken from the discussions in biol-
ogy is that genes have their developmental significance only in the context of other
intra-organismic as well as extra-organismic interactants. In other words, they have
their “information” about a particular form only inasmuch as we keep other causes
constant, which is hardly the case in nature. This interactive nature of development
renders any talk about “genetically specified” innateness meaningless. We would be
making just as much sense talking about innateness being “environmentally specified”
since for genes to have their particular causal powers there needs to be a particular
environmental context (Carpendale and Wereha 2013, p. 208).*

4 Onecan argue that what is actually meant here is psychological innateness, which is just a methodological
foundationalism about certain traits that fall outside the scope of psychology (see, e.g., Samuels 2002). That
is, the concept of, say, belief could be taken as a primitive in psychology because of the fact that the intricacies
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We argue that the nativist ToM approaches assume the idea of innateness that no
longer fits with current research in biology and therefore construct their theories in a
theoretical vacuum. Let us have a look at this excerpt from Carruthers (2013):

The infant-mindreading hypothesis, in contrast, postulates an innately channeled
body of core knowledge, or an innately structured processing mechanism (or
both), with an internal structure that approximates a simple theory of mind. The
explanatory burden, then, is an evolutionary one: it needs to be shown that there
were sufficient adaptive pressures among our ancestors for such a mechanism
to evolve. There is now an extensive body of work suggesting that this is indeed
the case. The gains provided by such a mechanism might derive from enabling
so-called ‘Machiavellian intelligence’ (Byrne and Whiten 1988, 1997), from
facilitating larger group sizes (Dunbar 1998), from enabling distinctively human
forms of cooperation and collaboration (Richerson and Boyd 2005; Hrdy 2009),
or from any combination of these. (Carruthers 2013, p. 151).

According to Carruthers, a main challenge for the nativist explanation is supposed to
be telling an adaptionist story. However, this contributes little to developmental models
because phylogenetic adaptations are not preformed phenotypes that are necessarily
expressed in ontogeny.> Neo-Darwinian adaptionism is a meta-theory conceived to talk
about phylogeny exclusively: “The neo-Darwinian framework is at root, by definition,
a nondevelopmental framework” (Racine 2013, p. 144). We may talk about innate
features in phylogenetic analyses where the term is used to mean “reliably presentin the
species in a given environment”; these analyses assume developmental contingencies
to be constant and talk about changes in population over phylogenetic time. When
we are interested in ontogeny, however, we are trying to figure out precisely that
which is excluded from the neo-Darwinian adaptionist framework—contingencies of
development and how phylogenetic heritage interacts with the actual context of growth.
The fact that some trait evolved through adaptation does not mean that it is innate in
the sense that most nativist theorist seem to assume—that it is preprogrammed and
necessarily present regardless of environment (Oyama 1985/2000, p. 25).

Adaptations happen in an environmental context and certain aspects of that context
are usually necessary for them to develop in ontogeny. What is then “innate” is not an
intraorganismic encoding that is the problem of the evolutionary biologist to explain,
but an integrated organism-environment stability that any developmental account must
tell the story of.

Footnote 4 continued

of its development are fully explainable at the level of biology. There would be no need to explain them
in psychology same as there is no need to explain the development of limbs or internal organs. However,
the problem is that the psychological primitives assumed in cognitivism are not explainable at the level
of biology; in fact, as we argue here, there are serious reasons against mental representation developing
without processes falling within the ambit of psychology. This fact tends to just be ignored in nativistic
accounts. As Lewis et al. (2013, pp. 159-160) argue, “we don’t design a perpetual motion machine and
then say that building it is an engineer’s problem. We need to say what is actually meant by “innate,” other

> %

than saying ‘It’s not my department, ask a biologist’.

5 Moreover, biologists warn against overhasty adaptionist stories that one can tell; although useful in the
current environment, certain features may not have been selected for but emerged as a result of what is
called, after Gould (1991), exaptation.

@ Springer

'3': Journal: 11229 Article No.: 1976 [ TYPESET [_|DISK [_JLE [_] CP Disp.:2018/10/24 Pages: 27 Layout: Small-Ex




l-Ex

Synthese

Accordingly, even if a cross-cultural universality is established in infant perfor-
mance on the spontaneous—response FBT, this does not entail that the necessary
cognitive skill develops innately. The universality is most likely due to similarities
of experience across these cultures, not to a genetically or internally specified module.
This means that not only more cross-cultural spontaneous—response FBT studies are
needed, but also inquiries into the nature of the contexts of growth in the cultures stud-
ied, which would make it possible to identify potential similarities and differences that
can modulate the development of the skills. Only once these potential environmental
modulators have been excluded as a partial cause of socio-cognitive skills could we
advance any nativist (i.e. developmentally internalist) claims.®

In sum, empirical and theoretical considerations about development speak in favor
of the view that evolutionary endowment interacts with other factors in ontogeny and
leads to social competence, rather than providing a preformed ability or representation.
Consequently, the nativist ToM accounts are stuck between their inability to account for
the emergence of representation in ontogeny and the implausibility of representation
forming in phylogeny.

Below we present the action-based framework that solves the problem of founda-
tionalism and is consistent with developmental science. Finally, we offer a sketch of
an action-based account of the three groups of empirical data.

5 Solutions offered by an action-based perspective

In recent years, we have been witnessing a pragmatic turn in cognitive science (Engel
et al. 2015) as various action-oriented views are proposed to redress the flaws of clas-
sic symbol-manipulating models. Although contemporary action-based approaches to
cognitive development are still in the works (Pezzulo et al. 2015, p. 49), the central
importance of action has been recognized by a number of theories, both older and
more recent ones. To name a few: Piagetian approaches (Allen and Bickhard 2013;
Bickhard 2009a, b; Carpendale and Lewis 2004, 2006; Newcombe 2011), Vygotskian
approaches (Nelson 2007), dynamic systems (Thelen and Smith 2002/1996), grounded
cognition (Barsalou 2008), radical enactivism (Hutto and Myin 2013, 2017), or the
Predictive Processing Theory (Clark 2016).

Although there is much work to be done before we arrive at a comprehensive
action-based account of cognitive development, the action-based principle has a lot of
potential to create a much-needed unifying framework for development. Here we are
interested in what the framework can offer to the research on social cognitive devel-
opment. To explore this, we briefly sketch the action-based principle and demonstrate
how it deals with the problems of foundationalism and nativism. Then, we provide a
provisional action-based interpretation of the three main groups of data about social

6 Meristo etal.’s (2016) findings are relevant here (see also Meristo et al. 2012). In their study, deaf infants
did not pass the spontaneous-response FBT, as opposed to hearing infants. This suggests that even this early
social competence is not “innately” given, but rather develops through interaction with the environment.
Meristo et al.’s (2016) own interpretation focuses on necessary family interaction, in keeping with the
findings we cited earlier (see Sect. 2).
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cognition, and stress the interpretation’s fundamental difference from the classic cog-
nitivist ones.

In our sketch, we draw on three frameworks: Bickhard’s interactivism (Bickhard
2009a), Carpendale and Lewis’ (C&L) social-experiential approach (Carpendale and
Lewis 2006), and Nelson’s Community of Minds (Nelson 2007). These frameworks,
although largely underrepresented, have a lot to offer to the current debates in social
cognition, especially in reference to the problems we have discussed in this paper. We
do refer to other compatible and relevant theories in passing, but do not wish to present
an exhaustive review of this sort.

5.1 The action-based principle

Here is what follows from the criticism of the ToM approaches we offered above, which
we contrast with what the action-based principle claims: (1) For the criticized theories,
every action or cognitive skill is underwritten by disembodied representational com-
petence of sorts; for action-based models, action can precede representational mental
content.” (2) For the criticized theories, the development of social competence must
start with an inborn base of amodal representation; for action-based models, it does
not have to—representation can emerge from non-representational phenomena.

It is instrumental to stress at this point that the action-based representation (which
we take from interactivism) and the standard idea of representation as amodal encoding
differ fundamentally.® First, what we are interested in when modeling representation
is not solving the metaphysical problem of reference (see, e.g. Quine 1960/2013,
pp- 23-72), but only proposing such an idea of representation which is a viable way
in which real organisms can represent reality. An action-based representation does
not represent on the basis of reference or correspondence; it is not a disembodied
symbol with a semantic stand-in for what is being represented. It does, however, have
the necessary properties of representation—intentionality and truth value. And most
importantly, it has them in virtue of processes which are consistent with developmental
reality and which allow for representation to emerge in ontogeny (and phylogeny) from
non-representational phenomena. How it does so, and how it achieves intentionality
and truth value should become clear in our exposition of the action-based principle
below. This is drawn from interactivism (Bickhard 2007, 2009a, b, 2010; Bickhard
and Terveen 1995).

An internal state S is a detection of an external state S*. The organism does not
know that, but merely experiences the internal state as “this state.” Being in internal
state S, the organism undertakes action A (from among others; let us assume that
for newborns actions can be random at first for the sake of the illustration), which

7 This is made explicit in interactivism (Bickhard 2009a, b), but see, for example, “use without meaning”
in Nelson (2007).

8 1t needs to be noted at this point that many other action-based approaches are anti-representational (e.g.
Hutto and Myin 2013, 2017; Thelen and Smith 2002/1996; van Gelder and Smylie 1995). Interactivism,
however, provides what is to our minds a convincing account of why we should keep the concept under the
revised meaning. This theoretical difference notwithstanding, in virtue of the action-based principle, we
believe that the anti-representational alternatives would yield similar empirical claims as we sketch here
with the use of interactivism and the other two frameworks.
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results in the external state S* changing to Y*. The organism’s physical organization
is such that Y* evokes another internal state, state Y. This way, on the basis of non-
representational detective properties, the organism can create an action-internal state
contingency pattern that while in state S, action A leads to state Y. This provides the
germ for normativity—the organism will now (implicitly) know that state S is not only
just “this state” but also such a state that can lead to state Y via action A. Thus, the
organism functionally predicates something about the current situation; and it does
so in virtue of the action-internal state contingency it has the knowledge of, without
the need to refer to the outside world at all. Moreover, the predication can be false or
true, and the truth value can be potentially known to the organism—all it takes is to
engage in action A to find out whether it is possible to go to state Y from state S. If it
was not, then the previous situation was not the situation that should have produced
state S (no external state S*) or state S needs some other states co-occurring in order
to afford going to Y, which were only accidentally present in the previous interactions
that went from S to Y via action A. The organism can accordingly update its functional
predications after failing to achieve the expected result of its action.

Now, there may be processes in more complex organisms whose main function is
to probe the external reality in the way presented above. They can serve to keep track
of what interactions are possible in the given situation so that the organism can be
a competent agent that can choose from an array of affordable actions in light of its
current goals. Bickhard refers to these kinds of representational phenomena as apper-
ception. They are much more like the classic idea of representation as their function is
mainly not to directly indicate the possibility of a given action, but only to predicate
something about the current situation. This predication can then be the basis for many
other interactions and constitutes what Bickhard calls the situation knowledge. Thus,
apperceptive processes have the function of representation for other interactive pro-
cesses that rely on them in order to guide adaptive behavior. In fact, any representation
of a possible interaction can serve two functions—to cue the organism to engage in
the interaction, or to provide information about the situation for another interaction
representation (something like knowing that you can order a taxi anytime at a party
makes you entertain staying after the last bus home leaves). Moreover, there are most
likely many levels of recursive interactive systems within the architecture of the human
mind, in which one system interacts with interaction potentials (representations) of a
lower one, enabling explicit thought about its properties (Bickhard 1998; Campbell
and Bickhard 1986). However, it is the function of representation for the organism’s
processes that makes it representation, not some amodal, symbolic format it is coded
in.

Importantly, the action-based representation offered by interactivism is inherently
embodied and situated. The content is constructed through interaction and is grounded
in the modalities of the experiences. (Ap)Perceptual processes constituted by sensori-
motor contingencies (SMCs) may be grounded in one particular modality (O’Regan
and Nog 2001), but the situation knowledge they create, and on which higher-order
interactive representations rely, will span all the modalities. Representing the car, for
instance, will base off SMCs grounded in past explorations of how cars look, smell,
feel, what sound they produce, and for some maybe, what they taste like. The inter-
active representation of car will consist in connecting the expectations of all these
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modalities under a common contingency—if I hear a car, visual contingencies asso-
ciated with it activate too and I expect to see it when I turn my head. The central point
is that the content of action-based representation is modal by definition as it is past
experience that constitutes it.

Consider a simple example (this is just to make a point, not an empirical claim).
The infant experiences a state of hunger and starts crying (crying action could occur
randomly, but it is plausible that such a simple state-action coupling could form pre-
natally; note, however, that the infant does not know anything about why she acts this
way). Crying has its impact on the environment such that the mother comes and starts
feeding the baby. As a result, the state of hunger changes to the state of satisfaction.
Thus, the infant functionally and implicitly comes to know that when hungry, cry-
ing leads to satisfaction, and she has some (again, functional and implicit) idea what
the internal state of hunger “means”. This knowledge—of hunger-crying-satisfaction
contingency—does not have to be innate as the information about it is reliably present
in the environment of growth; hence, evolutionary selection was more likely to pre-
dispose the child to quickly learn it in the above way rather than prewire it whole.

If the mother is not in the room, however, then crying will not have its effect.”
Making sure that the mother is in the room will therefore be an apperceptual process
in service of hunger satisfaction via crying. Perception is an apperceptual process par
excellence, and we have an action-based account of perception nicely worked out by
O’Regan and Noé (2001).'° This way, through apperceptual processes, the child keeps
track of whether the given situation really is a situation in which crying will lead to
feeding and satisfaction of hunger.'!

The way that language changes the interactive context needs to be noted as we refer
to it in our account of the three groups of empirical findings. Linguistic interaction
will build on non-linguistic interaction patterns and words will come to represent
interaction possibilities they have been used in. Consider a game in which a linguistic
utterance is a part of—a simple naming game that mothers play with children many
times, where when presented with a toy, one has to say its name. Grounded in such an
interactive pattern, the word Zebra, for instance, can come to represent the toy as it
was used in the game upon the presentation of the toy Zebra (feedback for failures in
naming it so could have been provided in the form of undesirable interaction on the
mother’s part—negative facial expressions or continuation to hold the toy instead of
progressing to the next one). Linguistic units grounded in such a way can be naturally
uttered in any situation, and the child will learn this when her mother uses the same

9 Let us ignore the possibility of having a baby monitor in the room for the sake of the example.

10 O’Regan and Noé (2001) have provided a well-rounded account of how this basic detection and historic-
ity combined with action can explain development of perception. The changes in sensory states effected by
various actions (e.g. movement of the eyeball for vision) lead to the establishment of sensorimotor contin-
gencies (SMCs) that constitute perception: What we perceive (also phenomenally) is an implicit memory
of perceptual states possible to be achieved in the current perceptual state if certain actions are undertaken.
From an action-based perspective, even associations acquired from an observer viewpoint are thus actively
constructed as they are the result of ongoing prediction, validation or falsification, and revision of expected
sensory states.

11 Why the child strives to satisfy her hunger in the first place is explained by viewing living organisms as
self-maintenant far-from-equilibrium systems, see, e.g. Bickhard (2010); for the present purposes, however,
it suffices to say that the organism is organized in such a way that ensures its ongoing existence.

@ Springer

'3': Journal: 11229 Article No.: 1976 [ TYPESET [_|DISK [_JLE [_] CP Disp.:2018/10/24 Pages: 27 Layout: Small-Ex




l-Ex

Synthese

expression in a different context, which evokes the interaction potentials in the child’s
mind grounded in the past use of that word. Something similar will take place when
the child herself uses it in a different context and observes its impact on the external,
social world. Importantly, further contexts of use can be themselves linguistic, which
is possibly how abstract meanings emerge.'?

There is much more to be said about language in an action-based framework
(Bickhard 2007). However, for the present purposes, we want to point out that some
socio-cognitive abilities could require language to develop, while some would not.
There are some social competences which will be greatly improved by associating them
with linguistic interaction, some that are embedded in linguistic interaction entirely,
and there are such that do not gain much from it. For instance, mere physical sequential
social interaction of changing the diaper would not gain anything by adding linguistic
components to it, whereas going for a walk would (linguistic structuring of activi-
ties outdoors makes them both safer and more interesting for the child). And it goes
without saying that kinds of interactive competences that are entirely embedded in
language—such as being able to hold a conversation—would need previous linguistic
experience in order to exist at all.

It should be clear after this exposition that an action-based perspective solves the
problem of foundationalism and is consistent with the multiply contingent nature
of developmental phenomena. In fact, many of the aspects of the model mentioned
above—such as emergence of representation from non-representational phenomena,
naturalized normativity, system-detectable error, or the possibility of multiple, inter-
related but qualitatively different representational processes within the organism—are
simply absent in the framework upon which the traditional ToM accounts are based.
As such, an action-based perspective offers a much more comprehensive alternative
to modeling socio-cognitive development that can replace or potentially complement
the standard models.

5.2 Constraints on experience in an action-based framework

With the above model of cognitive development, the kind of interactive experience the
child engages in will determine the content of its cognitive structure. It is possible that
some internal state-action contingencies are already present in newborns (think of all
kinds of reflexes), but it does not seem likely that they come with prewired complex
interaction representations of theory of mind. A more viable thesis is that the macroar-
chitecture of the nervous system predisposes the child to certain kinds of experience,
and it is these experiences that form its microstructure, furnishing the mind with rep-
resentational contents (understood pragmatically, not semantically). Natural selection
has happened in the environment where certain elements were reliably present and
so whatever developmental process it has selected will implicitly presuppose their
presence in ontogeny. In other words, the phylogenetic heritage determines what can

12 Note also that the acquisition of the syntactic structure of a language should be acquired in just that
way—through interactions where words have their function only in the “proper” syntactic position (see
Bickhard 2007, p.183).
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be possibly experienced by the child, but it is the context of growth and experience
therein that determine what will be experienced (cf. Nelson 2007, p. 249).

The kind of interactive experiences available to the child will naturally differ
depending on the time and place of development. Nelson’s (2007, p. 19) model of
constraints on cognitive development captures this fact nicely. She identifies six kinds
of constraints: evolved, embodied, ecological, socially embedded, encultured, and that
of past experience.'> What is experienced at a given time in development is jointly
determined by the constraints. The view on development that we get here is there-
fore necessarily scaffolded—starting from the interactions available to an infant, she
actively “acts her way up,” establishing first basic action-based representations (e.g.
sensorimotor contingencies), and then using them to engage in new interactive experi-
ences and establish further, more complex, representations (e.g. social competence). '
The basic representations will be fairly invariant across environmental contexts as they
will rely on largely universal patterns of physical interaction with the environment and
caretakers; higher representations will be grounded in more complex social and cul-
tural interaction, which will naturally differ greatly across social and cultural contexts.

5.3 Socio-cognitive development in an action-based framework

Coming back to the problem at hand, two constraints on experience are especially
relevant for the emergence of socio-cognitive mental structure—non-linguistic social
interaction and linguistic social interaction. Below we show why,

Carpendale and Lewis (2004, 2006) stress the role triadic interaction with par-
ents and objects has for cognitive development. Naturally, the kind of interactive
experience the child gets while interacting with other people will establish socially
embedded representations of interactive potentials: The child will have developed cer-
tain expectations of how people behave in a range of situations and how they react
to the child’s own actions. Such largely behavioral interaction competence will not,
however, involve abstract concepts of minds or beliefs. The action-based representa-
tions established will be derived from purely physical interaction with other people,
not understanding their minds. As argued by others (e.g. Fenici 2012, 2015; Gal-
lagher 2008), such embodied interactive competence can readily explain early social
cognition and spontaneous—response test results.

Things change when language enters the developmental system. Conversational
situations constitute a new kind of interactive context that enables representation of
unobservable minds. Carpendale and Lewis claim that language is acquired by learn-
ing patterns of interactions for which “it is appropriate to use a particular term, for
example, mental or emotional, or dealing with pain, and so forth” (Carpendale and

13 The past experience constraint is exactly what we described as the knowledge of interactive potentials.
Current knowledge of interactive contingencies naturally constraints what can be experienced and what
further representations can be acquired.

14 Note that such a view conveniently allows for the possibility of other mental processes—e.g. affec-
tive—being implicated in social cognition (see Carpendale and Lewis 2006). This contrasts with the almost
exclusively cognitive focus of the theory-of-mind research; it is not clear how the operations of mindreading
mechanisms or proto-scientific theories could be influenced by emotions and in fact, there has been little
research in that direction.
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Lewis 2004, p. 88). Linguistic interaction is part of the external environment and
as such provides interactive potentials embedded in language, otherwise unavailable.
This fact—that language enables later social cognition based on abstract notions of
mind and belief—has also been argued by others on various grounds (e.g. Fenici 2012;
Gallagher and Hutto 2008; Hutto 2008; Nelson 2005, 2007). An action-based prin-
ciple could provide a more detailed model of why this is so. The bottom line is that
linguistic interaction potentials can go a long way in explaining how children pass
the standard FBT, without the need to posit theoretical knowledge (cf. Gopnik and
Wellman 1992).13

5.4 Empirical data within an action-based framework

Now we can turn to the difference an action-based approach makes in the interpreta-
tion of the groups of findings we reviewed at the beginning of the paper. As already
discussed, social interaction is necessary for the emergence of any representation that
pertains to other people as such representations originate in past social interactions.
Language is necessary for representations that are embedded in linguistic social inter-
action, and facilitates those that benefit from linguistic input. For the development
of folk psychology both linguistic and social interaction are naturally necessary (see
Fenici 2017; Fenici and Garofoli 2017; Hutto 2008).

1. Infants’ performance in spontaneous—response FBT can be accordingly explained
as a certain point in the development of interactive competence that 15-month-
olds are at. Over the span of their lives so far, the infants have had enough
interactive experience to represent and expect a false-belief-congruent scenario
in the spontaneous—response FBT. From an action-based view, this is however
only functional competence, not underwritten by abstract concepts. The represen-
tational processes involved are interactive potentials and expectations that follow
from them, grounded in past interactions. More specifically, perhaps the infant’s
expectancy is based on the chronic helpfulness in such situations that children of
that age exhibit (Warneken and Tomasello 2007), combined with their experience
of situations where previously absent adults interact with the kid and the toys in the
room in a way that betrays ignorance about the toys’ location.'® To wit, the expec-
tation that is violated in spontaneous—response FBT has its source in the infant’s

15 Incidentally, language possibly enables abstract thought in general as it amplifies every situation with
its interactive potentials. As Carpendale and Lewis argue, if I am a user of language, every situation has
the potential of me saying anything (see Chapman 1999, p. 34 who C&L cite). This ipso facto affects
the potentials of the situation, which now affords linguistic interaction. Note that words, like any other
interaction, are grounded in the past experience of their use (i.e. their meaning is embodied on the basis of
internal states experienced as a result of conversations in the past). That is, words’ meaning is the anticipation
of an internal state grounded in their past use. Once established in the brain, they allow me to entertain that
anticipation in any situation (as words can always potentially be said), and can effectively represent any
situation where language was involved. Language in this view would allow the specifically human kind
of thinking that can branch out to the farthest possible scenarios. Abstract concepts would be then those
kinds of interactive potentials that are grounded in purely conversational contexts of use (see Nelson 2007,
pp. 151-152).

16 The experience of adults leaving the room and coming back, unfamiliar with the changes in the set-up
of toys in the room does not seem to be an uncommon situation in a 15-month-old’s life.
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representation of the current interaction, not mental states. It is possible that the
surprise consists in the falsification of the interaction representation where the
child helps the adult and the adult’s established and expected role is not knowing
where the objects are when she or he comes back into the room.

This is, of course, just a provisional projection; a more thorough analysis is needed,
and more empirical tests done in the action-based spirit would illuminate the issue as
well. What is important for us now, however, is that from an action-based perspective,
the psychological phenomena behind the performance are not inborn or foundational,
but constructed by past interactions, and the mental representation involved pertains to
the physical aspect of the interaction only (cf. Banovsky 2016). There is no knowledge
about unobservable minds involved. Infant social cognition is in this view competent
social interaction based on previous non-linguistic interaction. This is generally con-
sistent with minimalist accounts of early social cognition and some of the theoretical
solutions offered there (Fenici 2015; Heyes 2014; Hutto 2015; Perner and Ruffman
2005; Ruffman 2014; Ruffman and Taumoepeau 2014). It is not consistent, however,
with the two-systems account and their not minimalist enough account of early social
competence as it concedes that system-1 agents still do understand something about
mental life.

2. It should be clear by now that the significance of linguistic and social factors
for social cognitive development is completely reevaluated from an action-based
perspective. First, to have any expectations about social situations, infants need
to have had relevant interactive experience that has led to the capacity for the
formation of the respective situation knowledge—other people are part of the
interaction potentials that the child represents in any situation that is social. How
other people have behaved in the past and how they reacted to the child’s actions
determines the kind of representation the child will have of any particular social
situation. Without language, however, this kind of representation builds on purely
physical interaction. Language introduces its unique interactive possibilities that
are grounded in past linguistic interactions and make it possible to represent what is
not physically there. Seeing Sally come back to the room in the FBT (Baron-Cohen
et al. 1985) will induce interactive potentials of not only the observable reality,
but also of linguistic interaction, rooted in past experience that involved talk about
minds and intentions. It is only through language, then, that one can talk about
the formation of abstract concepts; minds, beliefs, desires and other mentalistic
concepts are developed through linguistic interactions that the child takes part in.
Once there has been a sufficient amount of such linguistic experiences, it becomes
possible to think about other minds too regardless of the current situation, as
language imbues every situation with its interactive potential (cf. Clark 1997,
pp. 193-218; Dennett 1996, pp. 147-152).

Consequently, the social-linguistic factors present in previous experience will nat-
urally influence empirical results, as these factors are what largely constitutes the
child’s representational abilities. In other words, more sophisticated social cognition,
e.g. such that involves understanding opacity of terms, or one that involves giving
justification of one’s answer, will build on previous linguistic interaction. This is in
line with the fact that all aspects of language matter for social cognition (Milligan et al.
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2007); this empirical observation makes sense in the current framework because lan-
guage is not a computational tool that provides some special format or syntactic tool
for symbol manipulation, but rather an interactive system that permeates the child’s
cognitive structure (Bickhard 2007).

3. Anthropological research informs us that linguistic and social interaction differs
greatly across cultures and therefore affords often starkly different interactive expe-
rience. It is true that we may obtain similar results from the spontaneous—response
FBT with infants across different cultures—the kind of behavioral interaction
that provides content for the expectation tested there can be fairly universal. As
Carpendale and Lewis have it, “children [...] may achieve comparable levels
of development at similar ages because of commonalities in their experience”
(Carpendale and Lewis 2004, p. 85). Relevant linguistic interactions, however, are
evidently extremely different in many cultures and therefore language-embedded
representation of other minds will be such too. The same applies to the narrow
context of family and friends—they too afford varying interactive experiences and
influence cognitive development, which is evident in the empirical data we pre-
sented at the beginning of the paper. The way other people are talked about, the
way that social interaction is narrated, and the role that linguistic behavior plays
in social interactions determine the kind of abstract representation of mental life
that members of a given culture or family construct. We observe, for example,
Japanese children failing the verbal FBT, not because of the fact that they pre-
dict the searching to be incongruent with the false belief, but rather because their
Jjustification, which is necessary to pass some versions of the test, does not refer
to minds and beliefs, but to social relations (Naito 2014). This is not a surprise
from an action-based perspective as Japanese children have had different linguistic
interactions in their past than children from the West, based on which they have
formed different interactive potentials (representations). It is then entirely natu-
ral from an action-based perspective that we tend to find the greatest differences
in social cognition in cultures that differ from the West in both social (family
relations, social conventions, philosophical traditions etc.) and linguistic (syntax,
semantics, and pragmatics) respects. Representational underpinnings of folk psy-
chology will genuinely differ across cultures inasmuch as social and linguistic
experience differs in them in relevant aspects (cf. Fenici 2017).

It becomes clear that the view is generally consistent with other views that proclaim
the embodied nature of early social cognition, and linguistic nature of later mindread-
ing (e.g. Andrews 2012; Fenici 2012; Fenici and Garofoli 2017; Gallagher and Hutto
2008; Newen 2015; Zawidzki 2013). However, the exact views on the nature of cog-
nitive processes involved espoused by these approaches could differ greatly from the
action-based ontogeny we have presented.

6 Conclusion

We have shown that nativism, rational constructivism, and two-systems theory offer
unsatisfactory explanations of socio-cognitive development for two related reason-
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s—their foundationalism and nativism. All three theories are foundational in virtue of
their encoding-based view on mental representation, which precludes representational
emergence a priori. Appeals to innateness do not offer a solution to this problem: The
idea of inborn concepts is inconsistent with modern biology and glosses over the pro-
cess of their development, which is the job of a developmental account to explain.
Even though all three frameworks have been argued to account for empirical data,
they remain untenable in light of the above theoretical issues. Although needing much
work, the alternative, action-based perspective we have presented offers a framework
that naturally avoids foundationalism and nativism.

Interpretations of the empirical data (infant mindreading, context-sensitive develop-
mental progressions, and cross-cultural differences in folk psychology) differ greatly
between the two paradigms. Foundational concepts set the course for development in
the traditional frameworks, which means that experience plays only a mediating role
in that ontologically internal composition. The action-based paradigm, on the other
hand, adopts a radically different, grounded position, and sees past experience as con-
stitutive of representations involved in social cognition. Variance in social cognitive
skills observed across cultures, and other linguistic and social contexts, is therefore
deeply significant as it evidences genuine conceptual differences in people from dif-
ferent socio-linguistic contexts. Different interactions that those contexts afford lead
to the emergence of essentially different representations of the human social world.
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